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Abstract. Mechanisms that aggregate the possibly conflicting preferences of in-
dividual agents are studied extensively in economics, operationarcbseand
lately computer science. Perhaps surprisingly, the classic literatunmesgar-
ticipating agentdo act selfishly, possibly untruthfully, if it is to their advantage,
whereas thenechanism centés usually assumed to be honest and trustworthy.
We argue that cryptography offers various concepts and buildingbloensure

the securei.e., correct and private, execution of mechanisms. We propose mod-
els with and without a center that guarantee correctness and prese vty

of preferences relying on diverse assumptions such as the trusivesstof the
center or the hardness of computation. The decentralized model in atpaits
jointly “emulate” a virtual mechanism center is particularly interesting for two
reasons. For one, it provides privacy without relying on a trusted-frarty. Sec-
ond, it enables the provably correct executiomasfdomizednechanisms (which

is not the case in the centralized model). We furthermore point out howttful

and multi-step mechanisms can improve privacy. In particular, we shatithe

fully private emulation of a preference elicitor can result in unconditipniabcy

of a (non-empty) subset of preferences.

1 Introduction

Mechanisms that aggregate the possibly conflicting preta of individual agents
are studied extensively in economics, operations resganchlately computer science.
Distributed mechanisms are used in such diverse applicatieas as auctions, voting,
resource sharing, routing, or task assignment.

In the heart of a mechanism lies the so-called “mechanisrteceor “mechanism
infrastructure” to which agents privately send reportsualibeir preferences and that
computes the mechanism outconeeg( allocation of goods, election winner, network
route,etc). The main focus of existing work has been on creating meésh@whose
outcome has various desirable properties (efficient coatgility has been added re-
cently) and in which agents have an incentive to submit the#ferences truthfully.
Perhaps surprisingly, the classic literature assymagicipating agentgo act selfishly,
possibly untruthfully, if it is to their advantage, wheréhsmechanism centas usually
assumed to be honest and trustworthy, even when it has amtivecéo be untruthful,
e.g, by overstating the second-highest bid in Vickrey auctibiitsgains a fraction of
the selling price (see for example [PS03]).

In this paper, we investigate how to ensure tierectness of the mechanism out-
comeand theprivacy of individual preferencelsy using various building blocks that



have been developed in the field of cryptography over thesydes a matter of fact,
cryptography and mechanism design have major objectiveminmon. To a large
extent, both fields are concerned about agents who deviaite dr given distributed
mechanism (respectively protocol) in an undesirable matinelating global objec-
tives such as social welfare maximization or privacy). Ooeld say that mechanisms
allocate utility optimally with respect to certain constita such as individual rational-
ity, social welfare maximization, or budget-balance. Baraple, utility is allocated by
redistributing goods or imposing payments on participa@typtographic protocols,
on the other hand, allocate information optimally with resfpto constraints like pri-
vacy, correctness, or fairness. However, while mechanissigd assumes adversaries
to berational (according to some definition of utility), cryptographyditionally deals
with “worst-caséadversariesi.e., any strategy, regardless of rationality is considered.
In fact, in cryptography, it is considered a bad concept suae rationality of the
adversary €.g, [Gol01]). Yet, the mechanism design approach has its md¥dr ex-
ample, cryptographic protocols are incapable of elicitinghful behavior since they
cannot provide incentives. Generally speaking, propeatieh of agents in a mech-
anism is enforced by making deviations “uneconomic, no utility can be gained
by manipulating the mechanism. In cryptography, on therotfaed, the correctness
of a protocol is ensured by forcing agents to prove the ctress of each of their
actions without revealing any information but the corresthitself. This is achieved
by relying on computational intractability,e., the existence of computationally hard
problems, the polynomially bounded computational powexgeintsetc. Interestingly,
using computational intractability as a barrier againgtagirable behavior, which has
a long tradition in cryptography since Diffie and Hellmarésrgnal paper [DH76], was
recently also applied in mechanism design [BTT89,CS03c].

This paper establishes a link between cryptography and amésrn by using crypto-
graphic primitives to provide correctness and privacy strihuted mechanisms. Cor-
rectness and privacy are defined as follows. Correctnesgsrtbat in the end of a
mechanism each agent is convinced that the outcome was tednparrectly whereas
privacy states that an agent does not learn anything abbat®tpreferences that he
cannot infer from the (correct) outcome and his own prefegsnCorrectness and pri-
vacy are not only complementary but also deeply intertwiiseé Section 3). In mecha-
nisms, privacy of preferences is crucial not only becaussibke information might be
of importance for future mechanisms or negotiations but béscause a lack of privacy
heavily affects the equilibria of mechanisms in executidfe will use the following
notations. Ageni’s preferences are denoted By € ©;. The outcome function of a
mechanismig : ©; x O3 x --- x O, — 0. 0 is a short notation foff;, o, . .., 6,,).

n is the number of agents participating in a mechanism.

The remainder of this paper is structured as follows. Se@isummarizes existing
work at the boundary between cryptography and mechanisigrdeSection 3 intro-
duces basic security models that ensure correct mechamistateon, with or without
a center. In Section 4, we consider randomized, multi-gte@,untruthful mechanisms
in the context of correctness and privacy. The paper coesludth a summary of the
obtained results and a brief outlook on future research atiGe5.



2 Related Work

In [MPSO03], a connection between mechanism design andpauiyi computation has
been established for a purpose that is slightly differeminfthe one we pursue in this
paper. The authors integrate “cryptographic objectiveghsas the wish to keep other
agents from learning one’s preferences, the wish to ledrer@gents’ preferences, the
wish to know the correct mechanism outcome, and the wish dwept others from
knowing it into the utility functions of agents and then istigate the possibility of
incentive-compatible mechanism design in this novel fnaork. A similar approach
without a mechanism center was recently analyzed in [HT®499] consider a model
where agents are not directly connected to the center, butaéiner nodes in a more
general communication network.

To our knowledge, the first paper to explicitly present a sgcmodel and generic
protocol for arbitrary mechanisms was [NPS99]. This modasalitally consists of two
centers that are assumed not to collude. The decentralipetlnpresented in Sec-
tion 3.2 is based on preliminary results lately proposedBirap3b]. The importance
of considering the privacy of agents in distributed mectasi has been stated in
[FNR*02,FS02].

In recent years, there has been a large body of research ptogrgphic auc-
tion protocolsj.e., protocols that privately compute the outcome of sealédaliction
mechanismsd.g, [Bra03a,Kik01,NPS99]). These special-purpose prototoplicitly
contain security models (of which almost all are based ongusiore than one center).

3 Security Models

In this section, we investigate which sets of assumptioesdtal model, communi-
cation channels, existence of one-way functicets) allow the provably correct ex-
ecution of deterministic single-step mechanisms. In paldr, we examine whether
unconditionalprivacy, i.e., privacy that can never be breached, even when unbounded
computational power becomes available, can be achievediirea model.

In order to enable the notion of unconditional privacy in fiist place, we have
to make the following distinction. While we (in some modelbpa& unbounded com-
putational power to breach priva@fter the protocol/mechanism terminated, super-
polynomial computational power isot availableduring the protocol. The deep rela-
tion between correctness and privacy makes this assummicessary.Nevertheless,
this assumption seems reasonable since the time neededdmpsuper-polynomial
computation is presumably longer than the typically shrecation time of a mecha-
nism. Furthermore, we generally assume the availability pfiblic key infrastructure.
In some cases, we will assume “private channels” betwedningparties. These are
authenticated means of communication between two pahggsatre unconditionally
secure without relying on any computational assumptiorar@um channels, for ex-
ample, would meet this definition.

! Otherwise, privacy could be breached by violating correctness by forging perfect zero-
knowledge arguments)



It has turned out that the existence of almost all cryptolgiaprimitives can be
reduced to the existence of certain notions of one-way fonst A one-way func-
tion is a function that can be evaluated efficiently (in polyndntime), but there is
no polynomial-time algorithm that can invert the functioonm® accurately than guess-
ing at random. Aone-way permutatiois a one-way function that is a bijective mapping
of a domain onto itself. Arapdoor permutatioris a one-way permutation that, given
some extra information (the trapdoor), can be inverted Igrpmmial time. To give two
examples, it has been shown that secure digital signatuissie(and only if) there
are one-way functions. Secure public-key encryption, erotiher hand, is known to be
feasible if trapdoor permutations exist.

The actual existence of one-way functions would implyANP. However, the
reverse is not true: Although it might be hard to invert a fimtin theworst-caseit
can be easy in many practical instances or even iratteeage-caseThis uncertainty
plus the technological assumptions one has to rely on—evemwhe-way functions
exist—motivate the exploration of security that is based ler@ative models such as
in unconditionally secure multiparty computation [BGW88[Q88].

The approach of the subsequent sections is as follows. Wa/balorrectness to be
fundamentally important and thus only consider models@arantee correctness. On
top of that, we investigate which sets of assumptions aressaey to provide differing
degrees of privacye.g, privacy that relies on a trusted center or privacy thateeeli
on computational intractability. The proofs in the follawgi sections will make use of
cryptographic primitives such asmmitment schemgsomputationalyero-knowledge
proofs and perfect zero-knowledge argumehtsVe refer to cryptographic textbooks
(e.g, [Gol01]) for definitions of these building blocks.

3.1 Centralized Mechanism Execution

Let us first start by trying to obtain a provably correct sengénter without caring for
privacy. It might seem to be sufficient to provide privaterumels,e.g, based on public-
key cryptography, from each agent to the center in ordeattsmit the preferences and
a signature scheme that allows agents to sign their submgsThe center would then
be able to prove the correctness of the outcome by just bastidg all signed prefer-
ences. However, the center could collude with an agent ar mian sign and send
preferences that the center chooaéier having seen preferences that were submitted
earlier? For this reason, publishing a so-called commitment to opeEgerenceprior

to submitting the preferences becomes inevitable. By applyero-knowledge proofs
to the commitment values, we essentially get computatiprigdcy for freej.e., with-
out having to make further assumptions.

2 perfect zero-knowledge arguments are a variant of zero-kngeleobofs in which there is no
information revelation even to computationally unbounded adversarti¢somputationally
unbounded agents can produce “forged” proofs.

3 Even if communication from the center to any agent could be prohibitedyrapmlated agent
would be able to send various signed messages. The center could tiuese ¢the appropriate
one after it has seen all other preferences.



Theorem 1. Correct deterministic mechanism execution can be guaezhtgven that
trapdoor permutations exist. Privacy can be breached byc#raer or exhaustive com-
putation.

Proof. Agents broadcast unconditionally binding commitments refgrences. Both
the commitment scheme and the broadcasting can be baseel exigtence of one-way
functions (and the availability of a signature scheme Btftecture) [LSP82,Nao89]. In
order to prevent an agent from copying somebody else’s cemmenit (and thus his pref-
erences), each agent proves in computational zero-knge/léghich can be based on
one-way functions as well [BOG@8]) that he knows how to open the commitment,
i.e.,, he proves that he knows what he committed to. These proefexa@cuted sequen-
tially to avoid the copying of proofé.After all agents have submitted their commit-
ments (this can be publicly verified due to the broadcastiaggnts send information
on how to open their commitments to the center using puldicéncryption (based
on trapdoor permutations). The center privately opensrefiepences and rejects mal-
formed by publicly opening the commitment value (on the Hoast channel). The
center cannot reject preferences illegitimately as themsibment value is uniquely de-
fined. Finally, it privately computes and declares the omteavith an accompanying
proof of correctness in computational zero-knowledge. O

In order to obtain privacy that does not rely on intractéjilive also consider a
model that is based on somewhat stronger assumptions.

Theorem 2. Correct deterministic mechanism execution can be guaeshggven that
there are private channels from each agent to the center ar@veay permutations
exist. Privacy can only be breached by the center.

Proof. Agents broadcast unconditionally hiding commitments &irthreferences and
sequentially prove their correctness using perfect zamwkedge arguments. After
that, agents send information on how to open their commitsnenthe center on pri-
vate channels. The center then privately opens the prefeseand rejects malformed
by publicly opening the corresponding commitment. In tHiofeing, it privately com-
putes the outcome and then declares the outcome with an peoging argument of
correctness in perfect zero-knowledge. All these operatzan be based on one-way
permutations. O

Zero-knowledge proofs and arguments allow the center w@gly send parts of
the outcome to each agent (and prove its correctness), sa $iregle agent learns only
the part of the outcome that it is required to know. This canftedvantage in auctions
so thatonlywinning bidders learn about the goods they are awarded angrites they
have to pay while still guaranteeing correctness [Bra0O3a].

3.2 Decentralized Mechanism Execution

In order to decentralize the trust that agents need to hava Bingle center,
the computation of the outcome can be distributed acrossraledistinct cen-
ters. This is just a straightforward application of securaltiparty computation

* There are more efficient, yet less intuitive, ways of achieving the sanibnality.



[GMW87,BGW88,CCD88]. It is possible to generate shares ofcaeteiece of in-
formation so that a single share is “worthless,, it reveals no information at all, but
all shares put together uniquely determine the originateief informatior? Assume
that agents distribute shares of their preferences so #lcht @nter receives one share
from each agent. Multiparty computation protocols alloe tienters to jointly compute
the mechanism outcome using these shares. Depending omatoeq and the un-
derlying security model, privacy may rely on computatioimdactability. In any case,
privacy also relies on the assumption that a coalitioalbtenters is ruled out. When
all centers collude and share their information, they canmstruct each agent’s private
preferences. Nevertheless, this model is used in almoskialiing cryptographic auc-
tion protocols. Especially the special case for two cent@ssntroduced by [Yao82],
has been widely used.

In this section, we aim to obtain a more satisfying level afgury by omitting the
center(s) completely and letting agents resolve the mesimaloy themselves. In other
words, the mechanismfgarticipantsengage in a multiparty computation protocol. The
key observation underlying this model is that if there is alition of all agents, there
are no preferences left to be private. Thus, if the protaedbisigned so that a coalition
of up ton — 1 agents does not gain any information, collusion becomestlpss (in
order to breach privacy). This will be called “full privaciri the following.

Definition 1 (Full privacy). A protocol isfully private® if no information about any
agent’s preferences can be uncovered, other than what carfdreed from the outcome
and all remaining preferences.

By introducing full privacy, we shift the focus from mechamis toprotocols These
protocols enable agents to jointly determine the outcontieeofnechanism by exchang-
ing messages according to some predefined rules withowlmegeny information be-
sides the outcome. We say that a protocol fully privatgtyulatesa mechanism. When
relying on computational intractabilitgnymechanism can be emulated by fully private
protocols.

Proposition 1. Correct mechanism execution can be guaranteed withoutt@rcgiven
that trapdoor permutations exist. Privacy can only be brestby exhaustive compu-
tation.’

It turns out that replacing intractability assumptionshwttie existence of uncondition-
ally private channels (like in Section 3.1), only enablesfilily private emulation of a
restrictedset of mechanisms. These mechanisms will be called “simplehamisms”
in the following.

5 As an easy example, consider a single secret bit that is shared bsirtpadits at random so
that the exclusive-or of thesebits yields the original bit. A single share, and evenup tel
shares, reveal no information at all about the secret bit.

% In cryptographic terms, a fully private protocol(is — 1)-private, which means that a coalition
of up ton — 1 agents is incapable of breaching privacy.

" Propositions 1 and 2 are based on modifying the classic results of multigamputation
[GMW87,BGW88,CCD88] for a setting of full privacy by introducing &ak robustness”.
Due to a very strict security model, the original results rely on a fraceag, a majority, of
the agents being trusted (see [Bra03b] for more details).



Definition 2 (Simple Mechanism).A mechanism isimpleif its outcome function is
privately computable in the sense of [Kus89,CK&83]g. the only Boolean outcome
functions that are privately computable are of the fofii#) = B;(61) & Bz(62) ¢

-+ @ B,(0,) whereB;(6;) are Boolean predicates and is the Boolean exclusive-or
operator.

There is yet no complete characterization of privately cotaple functions (except for
special cases like Boolean [CK89] afehry functions [Kus89]). However, by using
known necessary conditions for private computabilityais lneen shown that first-price
sealed-bid auctions are simple mechanisms whereas secoedsealed-bid auctions
are not [BS04].

Proposition 2. Correct mechanism execution can be guaranteed for simplhane
nisms without a center given that there are private chanbelsveen all agents and
one-way permutations exist. Privacy cannot be breac¢hed.

As in the previous section, both models also allow the (@byi@mputation oflifferent
outcomes (or parts of an outcome) for each agerg, so that losing bidders in an
auction do not learn the selling price.

4 Intertwining Cryptography and Mechanism Design

In this section, we will relax three restrictions that we mad far, namely that mech-
anisms are deterministic, single-step, and incentivepadible. The revelation prin-
ciple, a central theorem of mechanism design, suggesttietestrict attention to
direct-revelation mechanismise., truthful, single-step mechanisms, as all remaining
mechanisms can be simulated by (possibly randomized)teliegelation mechanisms.
Although this a striking result in mechanism design, itssgquences are debatable as
it does not consider the following important aspects: comigation complexity, com-
putational abilities of the agents and the center (see &8®3b]), and, which is our
main concern here, privacy of agents’ preferences. Butdirsil, let us consider the
effects of randomization on the correctness of a mechanism.

4.1 Randomized Mechanisms

Randomized mechanismisg., mechanisms in which the outcome function is proba-
bilistic, are of increasing interest. It has been shown i8(€a] that the automated
design of an optimal deterministic mechanism for a constantber of agents &/ P-
complete in most settings whereas the design of randomizsathamisms for the same
purpose is always tractable (by linear programming). Furtiore, randomized mech-
anisms are always as good or better than deterministic ontesms of the expected
value of the designer’s objective.fJ, a 2-item revenue maximizing auction has to be
randomized [AH00,CS03a)). Finally, as mentioned aboweévelation principle only
holds if we allow for the possibility that the resulting diteevelation mechanism may
be randomized.



Randomization has severe consequences on the notion etctwss. Whereas a
single mechanism center can prove the correctness of tlteroatof a deterministic
mechanism (see Section 3.1), this is not possible for rammrmechanisms. There
is no way a mechanism center can actupligvethat it is using real random numbers
in order to compute the outcome (without introducing a tuedty that is assumed to
reliably supply random data). The advantages of randomizedhanismse.g, that
manipulating the mechanism can h&P-hard [CS03c]) in fact rely on the trustworthi-
ness of the mechanism center. These advantages becomé tv@dccenter is corrupt.
Forcing the center to commit to its random choice before tents submit their pref-
erences only reduces the problem as the center might stitissha random value that
is beneficial to itself (and possibly colluding agerits).

In the decentralized model proposed in Section 3.2, on thmer dtand, the “compe-
tition” between agents allows the unbiased joint genemadforandom numbers (unless
all agents collude).

Theorem 3. Randomized mechanisms can be emulated correctly by cotiomatiésy
fully private protocols. Randomized simple mechanismsheaeamulated correctly by
unconditionally fully private protocols.

Proof. The following construction builds on a cryptographic ptire that is called
“coin tossing into the well” [Blu82]. Before computing theechanism outcome, each
agent broadcasts an unconditionally hiding commitmentfteely chosen bit-string;
and proves the correctness of the commitmeat, that he knows what is inside) with
a perfect zero-knowledge argument. These proofs are adasequentially to avoid
proof duplication as in Theorem 1. After that, agents commtheir preferences and
start emulating the mechanism. In the following computati the outcome, agents
canuser = r; dry @ --- ® r, (Which can be privately computed, even in the un-
conditionally private model according to Definition 2) asoaise of pure random data.
We stress the fact, that this procedure works for the contipuglly private emula-
tion of arbitrary mechanisms as well as the unconditionaliyate emulation of simple
mechanisms. As the agents generate the random bit-dteftge committing to their
preferences, the correctness of the (randomized) outcamstil be guaranteed il
agents collude after knowing the submitted preferencesch ether for sure (in the
form of commitments). This is desirable as there are meshaiin which it might
be beneficial for all agents to manipulate the randomizatifoiihe outcome after they
know their submission$. O

8 Even thoughtruthfulnessis preserved when the random choice is known beforehand in
strongly truthfulmechanisms [MVO04], other properties such as revenue maximizationt mig
be lost when agents are able to manipulate the random choice by colludirthaitrechanism
center.

9 There might also be randomized mechanisms where the opposite isdra, agents benefit
from a manipulation of their preferences after they know the commastorarstring, but we
doubt that they are of any significance.



4.2 Multi-Step Mechanisms

Multi-step mechanisms are mechanisms in which the cenéelugily asks questions to
the agents in multiple rounds until enough preferences bhaea elicited to compute
the outcome (see.g, [CS01]). Ascendingd.g, English) or descendinge(g, Dutch)
auctions are special cases of this definition. Besides thi¢elil preference revelation,
multi-step mechanisms have an important advantage thattisansidered in cryp-
tography: Agents do not need to completely determine their preferences. This is
important because determining one’s own preferences migdimus task and can even
be intractable [San93].

While executing multi-step mechanisms in the single centedets presented in
Section 3.1 is straightforward, it is interesting to exaeivhether the fully private em-
ulation of multi-step mechanisms is possible. By fully ptiely emulating a multi-step
mechanism, we can improve the level of privacy guarantedfaposition 1 because
some preferences might never be elicited and thus remaanditonally private. How-
ever, the main problem is that queries may implicitly comtiiformation on agents’
preferences revealed so far. We define a certain class ofanischs which always ben-
efit from private elicitation.

Definition 3 (Privately Elicitable Mechanism). A mechanism is callegrivately elic-
itableif it satisfies the following two conditions:

— There are cases in which a subset of the preferences is suoffii compute the
mechanism outconié.

— There is a function that maps the mechanism outcome and #ferences of one
agent to the complete sequence of queries that this agesivest

The second condition ensures that agents do not learn inaf@mmabout others’ prefer-
ences from the queries they are asked (see the proof of Thebfer details). English
auctions, for example, are privately elicitable mechasishne first condition holds be-
cause it is irrelevant (for the mechanism outcome) how mbethtghest bidder would
have bid, as long as it is made sure that everybody else lidhHas him. The second
condition is satisfied because the only prices not “offetedd bidder are prices above
the selling price.

Theorem 4. Privately elicitable mechanisms can be emulated by fullygte protocols
so that it is impossible to reveall preferences, even by exhaustive computation.

Proof. Without loss of generality, the preference elicitor can imeiated by the follow-
ing protocol. We jointly and iteratively compute a query ¢tion and a stop-function
for several rounds, and once, at the end of the protocoluat@the outcome function.
Let v; € I; be the (iteratively updated) set of agerg statements on his prefer-
encesyy = (y1,%2,---,Vn), @and ' = I x Iy x --- x I,. All ~; are initialized
as empty sets. The following procedure is repeated roundbyd. The query func-
tiong:{1,2,...,n} x I — @, which is fully privately computed by all agents (using

10 Otherwise, preference elicitation would be pointless, regardless aigyriélmost all practical
mechanisms satisfy this condition.



Proposition 1), outputs a private query for each ag@ris(some set of available queries
including an empty query. ). Agents reply to these queries by publicly committing to
their answer on a broadcast channel (without revealing #msiwer). Thusy; is defined

as the set of commitments ageémade so far. Whenever no more information is needed
from a particular agent ¢(i,~;) = L. Agents reply to that by committing to an “empty
answer”. Agents then jointly compute the Boolean stop fianct : I" — {0,1} and
proceed to the next round (by asking more queries) if it isr compute the outcome
functionf’ : I — O if s(y) = 1.

So far, all agents get to know the number of rounds,the maximal number of queries
asked to a single agent, and could infer information fronh. tBametimes this informa-
tion can be inferred from the outcome.d, in an English or Dutch auction). However,
as this is not the general case, the number of rounds needshildten. For this rea-
son, we execute the protocol for the maximal number of rotimatsould be needed to
compute the outcome and use the modified query function

1 otherwise

The only information an agent learns is the sequence of ggiée is asked. According
to Definition 3, the agent can infer this information from thechanism outcome any-
way, thus giving him no information advantage than to jush@énformed of the out-
come. What remains to be shown is that thedveaysis a protocol that hides some part
of the preferences unconditionally. If we define the quemncfion to ask completely
at randomfor information that has not been revealed by that agent is¢s#disfying
the second condition of Definition 3), some preferences ygwamain unelicited (in
expectation).

There certainly exist particular mechanisms that allownfiore efficient elicitation pro-
tocols than this general proof construction. Also, in sopec#ic mechanisms, queries
may depend on others’ preferences if the information regetdirough the queries can
be inferred from the outcome. O

Together with Proposition 1 and Proposition 2 this resulegia nice classification
of private mechanismsAll mechanismgan be emulated guaranteeing computational
privacy, privately elicitable mechanisnan additionally provide unconditionally pri-
vacy of a (non-empty) subset of preferences, sintple mechanismgrovide uncon-
ditional privacy of all preferences. A striking advantadepuvate elicitation over the
approach given in Proposition 2 is that it enables uncowwii privacy of some prefer-
enceswithoutassuming private channels.

It is important to note that elicitation can invalidate stgy equilibria existing in
the single-step version of a mechanism if the queries askad agent depend on other
agents’ preceding answers [CS02b]. When preference élicites used to implement
a mechanism that would be a dominant-strategy direct-a&eel mechanism if imple-
mented as a single-step mechanism, then each agent’s bestiiehindsight) strategy
is to act truthfullyif the other agents act truthfully [CS01]. In other words, hfuk
strategies form aax postequilibrium.Ex postequilibria are not as robust as dominant-
strategy equilibria, but are more robust than Bayesian Ngsfilibria in that they are
prior-free.



The emulation of multi-step mechanisms is a powerful toguarantee strong pri-
vacy (partially unconditionalndreduce the amount of agents’ deliberation required to
evaluate their preferences. For example, consider a vétmumechanism: Preferences
are single bits (veto or not) and the outcome function is eeffasf (6) = \/"_, 6;. This
mechanism is not simple according to Definition 2. As a consage, there is no un-
conditionally fully private veto protocol. However, we caonstruct a protocol in which
mostpreferences remain unconditionally private by emulatipgederence elicitor. The
protocol consists af rounds. In each round, a randomly selected agent that hagant
queried so far is privately asked for his preference (vetwoty. All other agents receive
empty queries and reply with empty queries. Once an agerdtply submits a vetall
agents receive empty queries in the following rounds. Sihegjuery function is com-
puted fully privately, only some agents (those who are @atiearn some probabilistic
information on the number of vetoers.

4.3 Untruthful Mechanisms

Untruthful mechanisms may not only lead to greater socidflarein some settings (re-
lying on computational assumptions) [CS03b], but they dao support the protection
of preferences. As a matter of fact, the probably most prentitruthful mechanism,
the Vickrey auction, is said to be rare because bidders aretaat to reveal their pref-
erences truthfully as required by the dominant strategy<]. This problem and the
possibility of an untruthful mechanism center (which isetibas the other major rea-
son for the Vickrey auction’s rareness) can be tackled bytebkniques presented in
Section 3.2. Yet, even in the centralized model, preferegse® be protected (at least
partially) by inducing strategic behavior in a mechanisne. 8ketch two different ways
how to achieve this, of which the second one relies on contipat intractability.

When the mapping from preferences to a strategynsminjectivefunction,i.e.,
different preferences can yield the same strategy, it isontsly impossible to uniquely
invert a strategy. This naturally is the case when the setraftiegjiesS; is smaller than
the set of preference$d;| > |S;|). For instance, in most voting protocols with more
than two candidates, a complete ranking of candidates (dfenences) is mapped to
a single strategic vote (the strategy). For example, whesidering the US presiden-
tial election in 2000 (plurality voting with three candida}, it is impossible to tell if
someone who voted for Gore, truthfully preferred Gore ovad®t or not (even given
the prior beliefs of that voteg.g, that Nader would be far behind). The same argument
applies to most other voting protocols.

Based on these considerations, it might be interestingristoact mechanisms that
induce equilibria consisting ofdhe-way strategiés Here, the mapping from prefer-
ences to a strategy is computationally easy while the ifweis intractable (preferably
even given the beliefs that the agent had). This requirdg@hais exponentially large
or somehow enriched, possibly by random data padding. Wetknow whether such
mechanisms can be constructed (for relevant problems)ndmgat that this might be
another interesting application of computational intaddity in mechanism design.



5 Conclusion and Future Work

In this paper, we suggested that the fields of cryptograpdynachanism design have
several similarities and can both greatly benefit from edabkroWe proposed two se-
curity models for centralized mechanism execution in whahcenter proves its cor-
rectness (in zero-knowledge) and that provide differingrdes of privacy. However,
in these models, privacy always has to rely on the trustirets of the mechanism
center. For this reason, we showed how participating ageanisemulate a (correct)
“virtual” mechanism center by jointly computing the meclsam outcome without a
trusted third-party. The emulation of a restricted classie€hanisms, so-called simple
mechanisms, can provide unconditional privacy of prefeesiwhereas all mechanisms
can be emulated so that privacy can only be breached by udbdwomputation. In
these models, privacy builds upon the fact that it can bedrolg thatall agents are
forming a coalition in order to breach privacy. Furthermdie decentralization allows
for the provable correctness mndomizednechanisms. Table 1 summarizes the pro-
posed models for secure mechanism execution. Even thowgbetfitralized models
provide guestionable privacy, there are certainly appboa in which they would be
favored over the decentralized models due to practicalideregions (efficiency, lack
of communication between agents, robustnegs),

’ HCente*Privacy can be breached ‘lﬂequirements

Th. 1| yes |centeror computation |trapdoor perm.det. mech.

Th. 2|| yes |center A — C-channels, one-way pernget. mech.
Pr.1|| no |computation trapdoor perm.

Pr.2|| no |— A — A-channels, one-way pernsimple mech

A — (C-channels: private channels from each agent to the center
A — A-channels: complete network of private channels between all agents

Table 1. Comparison of security models with provable correctness.

In addition to the revelation principle criticisms statedCS03b], we pointed out
that multi-step and untruthful mechanisms can drastigaljyroveprivacyin a variety
of social choice settings. In particular, we identified asslaf mechanisms, so-called
privately elicitable mechanisms, for which there are fpltivate protocols that emulate
a preference elicitor so that a part of the preferences isrradicited and thus remains
unconditionally private and does not have to be determinyatidagents.

Besides further investigation of preference protectiomiti-step and untruthful
mechanisms, future directions include

— the construction oéfficientzero-knowledge proofs/arguments for the outcome of
relevant mechanisms,



— the investigation of which mechanisms can be emulated bgnditionally fully
private protocols (a first step has been made in [BS04]), and

— the construction oéfficientprotocols that (computationally) fully privately emulate
relevant mechanisms.
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